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Figure 1: Depiction of our proposed baseline interaction technique pairs “Button Press” (Mouse+Button and Air-Tap+Button),
“Close Grab” (Close Pull and Close Push), and “Distant Grab” (Pinch Pull and Pinch Push). Photos were transformed using Stable
Diffusion and manually edited and annotated for clarity.

ABSTRACT
Desktop environments can integrate augmented reality (AR) head-
worn devices to support 3D representations, visualizations, and
interactions in a novel yet familiar setting. As users navigate across
the dual realities—desktop and AR—a way to move 3D objects
between them is needed. We devise three baseline transition tech-
niques based on common approaches in the literature and evaluate
their usability and practicality in an initial user study (𝑁=18). After
refining both our transition techniques and the surrounding tech-
nical setup, we validate the applicability of the overall concept for
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real-world activities in an expert user study (𝑁=6). In it, computa-
tional chemists followed their usual desktop workflows to build,
manipulate, and analyze 3D molecular structures, but now aided
with the addition of AR and our transition techniques. Based on
our findings from both user studies, we provide lessons learned
and takeaways for the design of 3D object transition techniques in
desktop + AR environments.
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1 INTRODUCTION
Digital workflows are shaped by the means which we view and in-
teract with digital content. 2D displays, being the de facto standard,
have meant that the majority of digital content and media exists
and is portrayed in 2D form: optimized for viewing on a flat rectan-
gular surface. Despite this, there exist many situations in which the
constraints of 2D displays become apparent. Most evidently is their
intrinsically limited screen real estate and their inability to por-
tray 3D information and structures. Augmented and virtual reality
(AR/VR) head-mounted displays (HMDs) are thus an increasingly
attractive and capable replacement to the 2D displays of old. Their
appeal had led to a push towards highly embodied, engaging, and
immersive post-WIMP 3D interfaces [41], supplanting the need for
2D displays and their associated interaction metaphors in favor of
3D scenes, content, and visualizations. Yet, we see reimaginings
of “the office of the future” [28] functionally emulate what we in
the 21st century are already familiar with: the same 2D displays
represented as virtual panels floating in space around us—further
reinforced by companies such as Meta, Apple, and others (e.g., [11]).
Unsurprisingly, this spatial computing concept allows users to re-
tain access to the mature ecosystems and input devices of desktop
computing within a virtually reconfigurable 3D workspace. While
in some ways the “best of both worlds”, the approach has arguably
yet to take full advantage of immersive HMDs capabilities.

Prior research has recognized this by exploring how to more
tightly integrate 2D and 3D workflows that go beyond just having
2D panels in 3D. Generally under the moniker of “cross-reality” [67],
these systems allow the use of two or more points of the reality-
virtuality continuum (RVC) [47]—in some cases at the behest of the
user. For example, the user might go from working on a desktop
to putting on a VR HMD to get an equivalent immersive view of
their workspace [2, 32, 62]. This form of transitional interface [12],
in effect, incorporates two or more manifestations of the same
underlying system (e.g., desktop and VR) that can be switched in
an ideally seamless manner, allowing users to choose the interface
which best suits their needs. This transition across realities and
displays, however, tends to be cumbersome [54] and can be spatially
disorientating [32, 37], making their use less compelling in practice.

To ease the transition between realities, it is instead possible
to transition digital objects themselves [6, 72], thus keeping the
user within the same frame of reference (or actuality [6]). That
is, objects are visibly moved from one reality, such as a physical
desktop monitor, to another reality, such as in AR, all while the
user still perceives themselves to be in AR. This specific hybrid
of devices is particularly appealing in instances where an existing
desktop workflow is already well established but can be enhanced
with AR [73], while still allowing the use of existing desktop input
modalities and applications. For example, a user might decide to
bring a 3D object or visualization out into AR to get a better sense
of its structure, before returning it back to the desktop to continue
their work [42, 64, 65]. In this sense, digital objects are no longer

constrained to one device or the other, and can freely move across
these dual realities at will.

We note, however, that the act of moving an object from the
desktop-to-AR (and vice versa) still incurs its own transition cost.
For instance, consider the visualization and analysis of complex
3D molecular structures on a desktop. Not only does the scientist
need to specify and trigger the transition, but they also need to
maintain their mental model of the 3D structure after the transi-
tion is completed—especially should the object’s representation
change significantly. Even seemingly mundane objects that are
small and/or visually isotropic (e.g., spheres) still necessitate a non-
trivial physical and cognitive effort to both perform the transition
and whatever task(s) come afterwards. Whilst previous research
has investigated object transitions between desktop and AR envi-
ronments (e.g., [22, 25, 45, 59, 72, 74]), none have, to the best our
knowledge, properly explored and evaluated the effectiveness of
said transition techniques—least of all in real-world use cases.

In this work, we investigate the design of digital object transition
techniques across desktop and AR, particularly in single-user con-
texts where individual objects are transitioned via an explicit action
by the user. We first identify three baseline transition techniques
based on those commonly proposed in the literature (Section 3).
We deploy these techniques in an initial user study of 18 partici-
pants to understand users’ behaviors and preferences between the
techniques, and to elicit more general feedback of the desktop +
AR setup as a whole (Section 4). After technique refinement (Sec-
tion 4.6), we validate them in an expert study of six participants in a
real-world task: the simulation and analysis of 3D molecular struc-
tures (Section 5). We conclude by discussing lessons learned and
takeaways for both our transition techniques and for the desktop +
AR setting as a whole (Section 6).

Our contributions are as follows:

(1) User study (𝑁 = 18) to explore and evaluate three baseline
transition techniques

(2) Refined techniques inspired by feedback, observations, and
literature

(3) Expert study (𝑁 = 6) to validate the use of the transition
techniques in a real-world setting

2 RELATEDWORK
Our work lies within the field of cross-reality (Section 2.1), par-
ticularly those that combine a desktop with an AR environment
(Section 2.2). We describe proposed transition techniques from prior
work, and their subsequent evaluation where relevant (Section 2.3).

2.1 Cross-reality systems
The term “cross-reality” was coined in 2020 to describe “the tran-
sition between or concurrent usage of multiple systems on the
RVC” [67]. Wang and Maurer [71] proposed a design space specifi-
cally for single-user cross-reality applications. Most relevant to us,
they identified a common scenario for the Transition and Concur-
rent Usage of cross-reality, that is, the movement of a visualization
of one point of the RVC to the other. In this case, it is not the
user moving across the RVC—as is the case in transitional inter-
faces [12, 18, 27]—but only the visualization (or object) itself. Wang
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and Maurer [71] also described four forms of interaction in cross-
reality systems, two of which—Moving a visualization across realities
and Selecting objects across realities—are necessary to facilitate the
aforementioned scenario. Auda et al. [6] more recently conducted a
survey which identifies Subsitutional as one of three main types of
cross-reality systems, which follow the principle of having (digital)
objects adapt to and be interactable at every available actuality (i.e.,
an experienceable point of the RVC), such as having a book chang-
ing its appearance depending on whether it is seen in reality, AR,
or VR [12]. Thus, not only can digital objects be moveable across
the RVC [71], but their appearance and/or interaction affordances
should change to match the target actuality [6] (e.g., from a 2D rep-
resentation on a monitor to a 3D representation in AR/VR [42, 64]).

2.2 Combining digital screens and AR
AR has clear synergy with augmenting digital screens for myriad
purposes. The augmented display [58] is an approach that extends
physical screens with 2D and 3D content using ARHMDs. For exam-
ple, 2D data visualizations can be augmented with 3D annotations
and views [57], and tablets can have AR visualizations overlaid or
aligned next to them [40]. In these works, the AR content is a direct
extension of the screen, thus there is little separation between them.
Complementary interfaces [76] instead provide a clearer separation
between screen and AR, with user interaction distributed across
both devices. For example, a handheld tablet can be used as a control
device for AR content [33, 66]. In these works, the roles of either
device are strictly pre-defined by the system designer.

Our focus on desktop + AR settings is more closely aligned with
what Fröhler et al. [26] consider as “spatially agnostic cross vir-
tuality,” which extends a monitor with AR without a strict spatial
relationship between the two. The best example (and the largest
inspiration behind this work) is that by Wang et al. [73] who inves-
tigated how 3D visualizations presented in AR can support particle
physicists in their existing desktop workflows. Their participants
could create and inspect their visualizations both in 2D on the
desktop and 3D in AR, which both had equivalent functionality.
However, visualizations were authored in either one display or
another (with a mechanism to synchronize the two at will), and all
interactions were only via mouse input—even in AR. Even still, their
findings show great promise in the use of AR to support existing
desktop workflows through the use of 3D, and suggest that content
in the two environments should be clearly separated without con-
stant synchronization. These insights guide this work into how we
might best support the transition of digital objects as they move
between desktop and AR.

2.3 Transitioning digital objects between
desktop and AR

When utilizing multiple devices together, a means to transfer data
between them becomes vital. Brudy et al. [16] proposed a taxonomy
for cross-device interactions in ubiquitous computing in which they
specified three phases: (1) configuration to pair the device(s) that
the objects are transferred between; (2) content engagement which
facilitates the actual transfer, interaction, and exploration of the
objects; and (3) disengagement to end the pairing. Their literature

review shows the influence of device affordances on the interac-
tion design of transfer techniques—particularly the physicality of
touchscreens—yet their analysis of AR/VR headsets is minimal,
instead relegated to a side category of miscellaneous devices.

Feiner and Shamash [25] is perhaps the earliest example of mov-
ing digital content between desktops and AR for meaningful use in
both displays, wherein they proposed the use of AR as an extension
to the limited display size of the desktop. They described how win-
dows can be dragged out from the screen using the mouse cursor
and positioned in 3D space. Similarly, Rekimoto and Saitoh [59]
described the hyperdragging technique, which allows 2D content
such as documents and images to be dragged off the edge of a
display using a pointing device, thus transitioning it onto a pro-
jected AR surface. Another early work that describes transition
techniques specifically with 3D objects that by Benko et al. [9],
using a projected tabletop and AR HMD setup. They presented
several techniques using hand gestures, including a “grab and pull”
out from the table and a flat-handed downwards “push” back into
it. Findings from their user study indicate that such hand gestures
were intuitive and easy to perform, likely due to their similarity
to real-world interactions. More recent research has proposed sim-
ilar techniques in a proper desktop + AR setting. Wu et al. [74]
presented techniques for “pulling” 3D models from a desktop into
AR, though they did not consider the opposite direction. McDade
et al. [45] presented three multimodal techniques for the transi-
tion of objects both into and out of desktops: Physical Free-hand
Drag-and-Drop, Superhuman Hand (for distant transitions), and
Superhuman Gaze+Hand. While all three rely on hand gestures,
the third incorporates eye gaze to indicate which object on the
monitor is to be transitioned. Cools et al. [22] proposed a prototyp-
ing framework for developing cross-reality desktop + AR systems,
envisioning techniques that utilize both mouse and hand input.
When transitioning an object from the desktop-to-AR, the mouse
serves as the source of the transition in the desktop environment
and the hand as the destination in 3D space. The opposite is true
when transitioning from AR to the desktop, with the hand as the
source and the mouse as the destination. Wang et al. [72] instead
conducted an elicitation study to determine user preferences for 3D
transitions. While they did not directly propose new techniques,
they recommend that mid-air hand gestures—mainly drag, tap, and
grab—be the primary interaction used to perform them. All four
of these works, however, did not conduct an evaluation of their
respective techniques, let alone for real-world tasks.

To the best of our knowledge, the work by Aigner et al. [3] is
one of few which evaluates the use of object transitions between a
screen and AR in an expert pilot study. Cardiologists were asked
to plan a surgery in a cross-reality prototype using an isosurface
3D heart model. This model could be transitioned between real-
ities, including a screen and AR, to be viewed in different ways.
They received “overhwelmingly positive” feedback from their ex-
perts, citing the benefits of utilizing multiple systems of the RVC
and having seamless transitions between them. While highly rele-
vant, their work used a large display while standing and not seated
at a desktop. Other works such as that by Seraji et al. [64, 65]
and Schwajda et al. [63] proposed transition techniques and subse-
quently evaluated them. However, these works focus primarily on
the visualization domain which requires alternate considerations
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specific to the field (e.g., the animation of individual components of
the visualization [42]). In this work, we evaluate the usability and
practicality of transition techniques in desktop + AR environments,
both in generic contexts and in real-world expert contexts.

3 CONTEXT, PROTOTYPE, AND TRANSITION
TECHNIQUES

As any transition technique exists within a broader system and
workflow, we first describe the scope to which our techniques are
intended to be used in. We then describe the prototype system that
our transition techniques were implemented in, followed by the
baseline techniques which we later evaluate.

3.1 Scope
As cross-reality environments, let alone desktop + AR, can be in-
credibly broad and wide-ranging, we establish a scope that our
chosen techniques are intended for, which we also believe to be the
de-facto standard in the literature.

Desktop and AR. Our focus is primarily on the desktop/monitor
(or equivalent) as the 2D space and AR as the 3D space. We choose
this as it most closely resembles existing depictions of “the office of
the future” [28], and particularly for knowledge workers, working
on desktops will likely remain the norm for years to come.

Minimal duplication of objects. Prior work has indicated that
while having the same object be duplicated and synchronized on
both desktop and AR can be useful [22, 73], this duplication should
be kept to a minimum [73]. Many other works which consider an
object as existing only in one environment at a time (e.g., [9, 42, 45,
72, 74]).

Close distance from the monitor. Given the natural affordances of
the desktop, most prior work considers transitions when the user
is close to the monitor [3, 9, 22, 42, 65, 71, 74]. While McDade et
al. [45] were motivated by the benefits of distant transitions during
presentation settings, they did not evaluate any such techniques.

Single-user. Object transitions are presently considered only in
single-user contexts, with multi-user contexts being mentioned
either as a motivating use case [45] or as future work [3, 63].

Focus on 3D content. Due to the natural affinity of AR with 3D
space, we primarily focus on the manipulation and use of 3D objects
across both desktop and AR (e.g., [3, 22, 45, 72–74]), and not just
on 2D windows and information (e.g., [25, 59, 64]).

While our techniques and findings are likely still applicable when
used somewhat outside of the scope, such as when using a large
display while standing [3, 63], other techniques would clearly need
to be designed if the scenario is vastly different, such as if the
monitor is attached to a ceiling and is physically out of reach.

3.2 Transition Techniques
We now describe our three baseline transition techniques, which in-
tentionally follow designs that, while common in the literature, have
yet to be formally evaluated. We focus on keyboard &mouse [22, 64,
73] and hand gestures [3, 9, 22, 45, 72, 74] as the two primary input
modalities for performing a transition. Fundamentally speaking,

many of these techniques find their roots in existing 3D selection
and manipulation techniques (e.g., [1, 5, 10, 34, 36, 41, 75]), particu-
larly those of hand and pointer-based interactions.

Selection

Trigger

End State

Animation

What object(s) are to be transitioned?

What action initiates the transition?

Where do the object(s) end up?
Do the object(s) change appearance?

Transition

t = 0

t = N

If applicable, what do the object(s) look
like during the transition?

Figure 2: Schematic of a transition process. First, the user
has to decide which object to transition and make a selection
accordingly. Second, a transition has to be triggered. Then, a
transition is supported by an animation (𝑡 = 0 to 𝑡 = 𝑁 ) until
the end state is reached.

To help us better describe our transitions, we introduce a sim-
plified transition pipeline as seen in Figure 2, which is generally
based on the design space of 2D and 3D transformations by Lee et
al. [42] and other related works. It comprises of three logical stages
and one optional phase:

(1) Selection. How does the user denote the object(s) that
might later be transitioned? The consideration of interac-
tion methods to indicate a selection before a transition even
occurs shows up in many prior works (e.g., [22, 45, 72])

(2) Trigger. What action does the user perform to initiate
the transition? This is the “essential functionality” which
Wang and Maurer [71] describe to move an object between
realities, and falls under “content engagement” by Brudy et
al. [16]

(3) Animation. Assuming that when the transition is trig-
gered, the object is not instantaneously set to its final tran-
sitioned state, how is the object animated throughout this
set duration and what does it appear as? While animations
are not considered in works involving generic 3D objects
(e.g., [22, 45, 72]), animations have been used when transi-
tioning visualizations between 2D and 3D (e.g., [42, 63])—
particularly due to the importance of animations in statis-
tical graphics [30] allowing users to, for example, better
track regions of interest [23]

(4) End State. At the end of the transition (which may have
included an animation), where do the object(s) end up? Do
they change appearance in terms of their position, rota-
tion, scale, or even their material properties and geometry?
While a change in position, rotation, and scale (i.e., geomet-
ric transform) can be applied to any 3D object, a change in
material properties and geometry is highly dependent on
the object itself. For example, McDade et al. [45] showcased
how a 3D object can be “exploded” into its constituent com-
ponents [35] by transitioning it into AR, yet this is clearly
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not possible for simpler atomic objects (e.g., a primitive
sphere)

We structure our three transition techniques using these stages.
However, since each technique is actually a pair of two individual
techniques, one in the desktop-to-AR direction and the other in
the AR-to-desktop direction, we describe the two separately. This
is because the display and input modality used for the transition
naturally influences the design of the technique [16], therefore the
techniques in either direction become relatively distinct from each
other—especially if they rely on interaction metaphors based on
unique device characteristics (e.g., hand tracking). We also align
with prior work which also logically separates the two directions [9,
42, 72], but still pairing them as complementary techniques [9].
Illustrations are shown in Figure 1, and videos are included as
supplemental material. All techniques went through pilot testing
with four participants to help adjust any transition parameters.
This mainly informed the use of Animations and the chosen End
State of the objects after the transition. In particular, all transition
techniques include an Animation that interpolates the object from
its perceived starting state (i.e., geometric transform) to its defined
End State over a duration of 1.5 seconds with an ease in and out.

3.2.1 Button Press Technique Pair. The Button Press builds off the
notion that whenever the user shifts their attention and work-
flow between the desktop-to-AR (and vice versa), a switch in input
modality is already necessary (e.g., between typing on the keyboard
and 3D gesture manipulation). As their hands would likely already
be resting on or will soon need to be moved to the keyboard &
mouse, utilizing it as a “connection point” between the two displays
in the form of a familiar keyboard shortcut is feasible.

Mouse + Button (desktop-to-AR). To move an object out of the
desktop, a Selection is first made by clicking on the desired object
with the mouse [22], then Triggered by pressing a button on the
keyboard (mapped to space bar). After the Animation, the object’s
End State is set to a fixed position in front of the center of the
monitor, which we chose based on pilot study feedback as it was
the simplest to understand. The object is rotated to maintain its
viewing angle to the user, and is scaled to match the object’s “real”
size to more accurately present it in 3D.

Air-Tap + Button (AR-to-desktop). To move an object from AR
to the desktop, a Selection is similarly made by air-tapping the
desired object with the hand, then Triggered by pressing the same
button. The object is then moved to the center of the desktop cam-
era’s viewing plane, but keeps its original rotation. The object is
automatically scaled to ensure that it remains visible on the screen
(≈ 50% screen height), as AR objects can be of sizes much larger
than the monitor itself.

3.2.2 Close Grab Technique Pair. The Close Grab is a standard
technique common in the literature (e.g., [3, 9, 42, 45, 64, 72]) as it
builds directly off direct and embodied manipulation concepts as
well as hand-based 3D interaction techniques (e.g., [1]). In particular,
we consider grab using hand gestures instead of mouse inputs
(e.g., [22]) as gestures can then be used in 3D manipulation tasks.

Close Pull (desktop-to-AR). Selection is performed by hovering
the hand directly in front of the desired object on the desktop.

A pointer appears on the screen to help identify the object that
the hand is in front of. The Trigger is when this hand performs a
“pinch” action with the index finger and thumb. The object is then
Animated into an End State with it positioned on the user’s hand,
billboarded to face the user, and scaled to its real size.

Close Push (AR-to-desktop). In the reverse direction, Selection is
performed by grabbing the desired 3D object in AR with the same
pinch gesture, which is the default in many AR systems. The trigger
is when the object is moved by the user such that it collides with
the monitor. Based on pilot participant’s feedback, we included a
radial progress bar as an explicit depth cue for how much further
the object needs to be moved towards the monitor, which fills until
the two collide. When the transition is initiated, the object is then
Animated into an End State with it positioned at the center of the
camera’s viewing plane, keeping its original rotation, and rescaled
to be viewable on the screen.

3.2.3 Distant Grab Technique Pair. The Distant Grab allows for
objects to be transitioned at a distance, again using hand gestures.
This is akin to the many pointer-based selection and manipulation
techniques already in the VR literature (e.g., [15, 75]). While not
necessarily intended to be used on far away screens as McDade
et al. [45] suggested, it prevents users needing to lean forward to
be close to the screen as is the case with Close Grab, thus likely
reducing physical demand.

Pinch Pull (desktop-to-AR). Selection is performed by holding the
hand in front of the desired object on the desktop at any distance. A
ray perpendicular to the monitor plane helps identify the object that
is being hovered over. As pinching with the index finger is often
mapped to the grab interaction in AR systems, we instead pinch
with the middle finger and thumb to avoid accidental transitions
when grabbing other AR objects that are away from the monitor.
The transition is Triggered when this pinch is performed. The
Animation causes the object to move towards the user’s pinching
hand, billboarded to face the user, and scaled to its real size.

Pinch Push (AR-to-desktop). To transition objects back into the
desktop at a distance, Selection is performed by hovering the hand
over the desired object, and the Trigger is when the middle finger
and thumb pinch gesture is performed on the same hand. The
object is then Animated to move towards the center of the camera’s
viewing plane, keeping its original rotation, and rescaled to be
visible on the screen.

4 STUDY 1 - INITIAL EVALUATION
We conducted a user study as an initial exploration and evaluation of
the usability and practicality of the proposed transition techniques,
and to identify ways they can be refined. We also investigate if
the use of animations have an influence on our observed results,
particularly in terms of their position, rotation, and scale.

4.1 Apparatus
We modified chARpack [55, 56] (The Chemistry AR Package) to
be a domain-agnostic basis for our system. Using the Unity game
engine [69], the prototype is comprised of a desktop client that is
wirelessly connected to a standalone AR client (Meta Quest 3 or
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Microsoft HoloLens 2), using keyboard & mouse and hand-tracking
as input modalities, respectively. The baseline functionality of both
clients allows for arbitrary digital objects to be freely moved, ro-
tated, and scaled within a 3D coordinate space. The desktop client
resembles that of computer-aided design software, allowing its cam-
era to be moved via standard keyboard & mouse controls. Our API
enables these digital objects and their metadata to be wirelessly
transmitted between the two clients, with the receiver reconstruct-
ing transitioned objects modified by any additional parameters
(e.g., those described in Section 3.2). Our transition techniques then
leverage this API whenever their respective trigger is met.

Participants sat at a desktop workstation running Windows 10
with a 24 inch monitor (1920 × 1200 resolution) and a standard
keyboard and mouse. The monitor was positioned 45 cm from the
edge of the desk, allowing for the recommended distance between
the monitor and the eye of 52–73 cm [60]. We opted to use the Meta
Quest 3 based on our pilot participants’ feedback, mainly due to its
higher resolution and field of view. The livestream of the HMDs
perspective was displayed on a separate monitor shown only to the
experimenter for observational purposes.

4.2 Tasks

Figure 3: The setup for our initial study. The participants sat
in front of a monitor wearing an HMD. A grid of objects is
presented in the desktop environment, and a similar grid is
shown in AR next to the participants. Image transformed
using Stable Diffusion.

All transition techniques were used in a simple docking task that
required the use of a transition to complete. In each trial, a grid of
16 (4 × 4) random objects out of a pool of 21 were shown either
on the desktop or in AR, which can be seen in Figure 3. For AR,
the grid appears on the same side as the participant’s handedness
within arm’s reach of them. One random object was highlighted
using a blinking turquoise outline, indicating that it is the object
that should be transitioned. On the other environment is a duplicate
of the same object rendered at 50% opacity that the transitioned
object should be aligned with in its position, rotation, and scale. It
was positioned at a random visible location on the desktop or in

the field of view in AR, rotated completely randomly, and randomly
scaled between 80–120% of the original object’s size. The task was
determined to be complete when the participant pressed the return
key on the keyboard, marking the end of the trial.

4.3 Study Design and Procedure
We used a within-subjects study design to test our three transition
technique pairs as described in Section 3.2.

Participants were first given a brief overview of the study and
were asked to sign a consent form. They were then instructed to
wear the AR HMD and to sit at the desktop. They were then taught
how to move, rotate, and scale objects on the desktop and in AR.
The experimenter then walked through each of the six transition
techniques, and participants were allowed to spend as much time
as they wanted to familiarize themselves with them. This took no
longer than 15 minutes.

Participants were then given each of the three transition tech-
nique pairs in a counter-balanced order. For each pair, they per-
formed the task described in Section 4.2 four times: once for each
combination of animation (i.e., with and without) and transition
direction (i.e., desktop-to-AR or AR-to-desktop). For each trial, we
collected task completion time, measured as the time between start-
ing the task and when they pressed the return key, and the number
of transitions performed, including those unsucessful (i.e., trigger
actionwas performed but no object was transitioned) and redundant
(i.e., repeat transitions of the target object). After each technique,
participants were asked to fill out a questionnaire that consisted
of the NASA-TLX [29], the System Usability Scale (SUS) [14], two
Likert scale questions regarding the effectiveness of the technique
with and without the animation, and free-text feedback regarding
the use of animation and the overall technique as a whole. They
then repeated this for the remaining technique pairs.

At the end of the study, participants were given an additional
questionnaire that asked them to rank each technique pair, with
free-text feedback regarding subjective preferences and thoughts
on the hybrid setup as a whole. Throughout the entire experiment,
the experimenter took notes via the livestream of the participant’s
perspective. This perspective was also recorded alongside with
audio for later analysis.

A total of 18 participants (5 female, 13 male) between the ages 18–
55 (mode=25–34) were recruited from our university using email
distribution lists and word-of-mouth. On a 5-point Likert scale (5 is
highest), participants rated their experience with VR and/or AR an
average of 3.44 (𝑆𝐷 = 1.21), and their experience with cross-reality
interfaces an average of 2.31 (𝑆𝐷 = 1.14). All participants had
normal or corrected-to-normal vision. All participants except for
university employees (due to university policy) were compensated
with €12.50 for their time. Each study took 45–60 minutes.

4.4 Results, Observations, and Feedback
For quantitative measures, we rely on visual analysis using forest
plots with the mean and 95% confidence intervals [4, 24]. For writ-
ten feedback and observations, the first two authors conducted a
thematic analysis [13] together on all data, identifying common
topics and themes made by participants.
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Figure 4: Top: 95% confidence intervals of the six individual
NASA-TLX subscales and the total Raw-TLX score for the
transition techniques. Bottom: 95% confidence intervals of
Likert scale ratings for the effectiveness of the transition
techniques with and without animation.

NASA TLX. The Raw-TLX scores are shown Figure 4 (top). Over-
all, there are small differences in task load between the three transi-
tion technique pairs. Close Grab performed slightly better on almost
all subscales, with the exception of physical demand, reflected by
P18 who commented it “requires more movement and is thus slower.”

Table 1: Aggregated SUS scores, rank scores, and tallies of
coded feedback for the transition techniques: Button Press
(BP), Close Grab (CG), and Distant Grab (DG). The rank scores
are calculated as the sum of all ranks across all participants
where best=3, middle=2, and worst=1.

Technique Pairs

Scores BP CG DG

SUS 82.08 90.56 86.39
Rank 28 44 36

Feedback
Technique positive 5 17 12
Technique negative 11 5 13
Technique neutral/suggestion 1 5 4
Did not like/notice animations 9 11 3
Animation is useful/fun 3 5 9

Aggregated Subjective Feedback. Table 1 shows the average SUS
scores and rank scores for all participants, wherein the rank is
calculated as the sum of points across all participants where best=3,
middle=2, worst=1. Overall, the close grab was themost subjectively
preferred by participants, reflected in both the SUS and ranking.
According to Bangor et al. [7], the SUS describes the Button Press
as “Good” and the Close and Distant Grabs as “Excellent”. Table 1
also shows the aggregated counts of coded open-ended feedback

from our analysis, which indicates that Close Grab received the
most amount of positive comments, whilst distant grab and button
press were viewed less positively.

Animation. Figure 4 (bottom) shows the Likert-scale ratings of
the three transition technique pairs both with and without ani-
mations. We can observe that all technique pairs see a perceived
improvement in subjective rating when animation is included, with
Distant Grab benefitting the most. This improvement was also no-
ticeable in the coded feedback, where many participants found
animation specifically for the Distant Grab to be useful. This may
be because the Distant Grab involves a position change between
the start and end points greater than ≈ 40 cm as compared to the
other two technique pairs, to which P15 commented “The anima-
tion is more helpful because you can see where the object is moving.
Without the animation, the object suddenly disappears, which is a bit
confusing or surprising.” However, eight participants stated that the
change in rotation and scale was not useful for the Button Press
and Close Grab, though none said the same for the Distant Grab.
For example, P12 felt that it was “kind of pointless to increase the
size, you are going to adjust it yourself anyway,” and is reflected in
the feedback tallies in Table 1.

0

50

100

Ti
m

e 
(s

)

A Task Times
Mean

0

2

4

Nu
m

 Tr
ig

ge
rs

B Unsuccessful Triggers per Participant
Mean and CI

Button Press Close Grab Distant Grab
Interaction Technique Pair

0

1

2

3

Nu
m

 Tr
an

sit
io

ns

C Redundant Transitions per Participant
Mean and CI

Figure 5: A: Task completion times. B: The average number
of incorrect triggers performed by each participant per trial
and their 95% confidence intervals. C: The average number of
redundant triggers performed by each participant per trial
and their 95% confidence intervals.

Completion Time and Errors. Task completion times are shown
in Figure 5 (A). We see all transition technique pairs performing
roughly similarly, with some participants taking longer with Dis-
tant Grab than the other two techniques. This is evidenced in the
number of unsuccessful triggers for Distant Grab made by some
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participants in Figure 5 (B), which is likely because the Distant
Grab’s “[middle finger] might lead to an accidental press while doing
a pinch.” [P16]. Other than this issue, no participants made direct
comments on the difficulty in performing the techniques. Inter-
estingly, despite Close Grab having some participants making a
comparatively high number of unsucessful trigers, its completion
time was still respectable.

General Observations and Behaviors. We anticipated the task
to only require a single transition, with the docking alignment
facilitated using the target environment’s input modalities. Yet,
as can be seen in Figure 5 (C), we observed many participants
transitioning the correct object more than was necessary. This was
mainly to use hand gestures in AR for rotating and scaling the object
instead of using the desktop controls, with participants repeating
the transition several times until the object aligned with the target
object. Moreover, we observed 11 participants trying to move or
rotate objects that had just been transitioned into the desktop using
hand gestures. This may be because participants were treating the
system not as two distinct environments with a discrete transition
between them, but as a singular fluid environment that objects can
move around in. This may also be due to how cumbersome many
participants felt it was to have to switch between the keyboard &
mouse and hand gestures, with 11 participants stating it was “too
much effort” [P1] and that switching was “somewhat unnecessary”
[P10]. We also observed participants’ posture, with eight seated
close to the edge of the table and 10 leaning back in a relaxed
position, though we did not find a correlation between their posture
and their preferred technique.

Outlook and Alternate Techniques. Participants were generally
optimistic towards using a setup similar to our study in the future.
Many were able to identify use cases, though almost all involved
some form of 3D graphics, such as in scientific visualization [P4],
3D printing [P17], or even for looking at cosmetic items in 3D
games like Counter-Strike [P2]. Four participants acknowledged
the hardware’s limitations regarding the video see-through reso-
lution, but also expressed interest in using an optical see-through
display instead to be able to more clearly read the monitor. Many
participants gave direct suggestions for improvement. Four sug-
gested the ability to manipulate objects on the desktop using hand
gestures. Three suggested the ability to throw objects into the desk-
top (akin to that suggested by Wang et al. [72]). The remaining
suggested other techniques: closing the eyes as a trigger for the
transition [P8], using eye gaze as a selection modality [P18], and
using sound as a trigger [P1].

4.5 Summary and Takeaways
Overall, we found that the Close Grab technique pair was the most
subjectively preferred despite its higher physical demand and prone-
ness to errors. The use of hand gestures was overwhelmingly pre-
ferred, as many participants found the need to swap to the keyboard
& mouse to be unnecessary, even if it had resulted in the lowest
errors. Instead, participants expressed their desire to manipulate
3D desktop objects with gestures. On the other hand, an animated
change in position was only deemed necessary when the distance
between the start and end of the transition was large—in our study,

greater than ≈ 40 cm. Any changes in rotation and scale generally
went unnoticed by participants. Scale, in particular, was seen as
unnecessary to automatically adjust. This may, however, be due to
the study design, as participants were required to rotate and scale
the objects in arbitrary ways; thus, the state of the object after the
transition was, in a sense, also arbitrary.

4.6 Transition Technique Refinements
We now iterate and refine our transition techniques. We present
alternatives to the two worst-performing technique pairs—Button
Press and Distant Grab—and introduce new techniques based on
participant suggestions. Illustrations of each of these are shown in
Figure 6. We opted not to adjust the Close Grab due to it receiving
the clearest positive feedback. We also no longer put an emphasis
on the change in object rotation and scale, again due to participants
not noticing it during the study.

4.6.1 Button Press Alternative Pair. As participants’ dislike of the
Button Press came from needing to switch input modalities, we
simplify Selection to minimize the need to click with the mouse
or air-tap with the hand prior to the Trigger. We still, however,
retain the keyboard button press due to its resistance to accidental
triggers and as a representative of hardware input (Figure 5 B).

Hover + Button (desktop-to-AR). Selection is based on a hand
hover that shoots a perpendicular ray onto the monitor, selecting
the hovered object. When the transition is Triggered with the key-
board button press, the object is Animated towards the hovered
hand. This removes the need to use the mouse during this transition.

Gaze + Button (AR-to-desktop). Selection is based on the head
gaze of the user (not eye gaze due to the Meta Quest 3 not support-
ing this), selecting the object that is being directly looked at. The
Trigger is, again, the button press on the keyboard, with the object
Animating towards the center of the screen. This eliminates the
need to perform any hand gestures during the transition, instead
relying on gaze which was suggested by P18.

4.6.2 Distant Grab Alternative Pair. As the main complaint of Dis-
tant Grabwas themiddle finger and thumb pinch gesture, we sought
to utilize a different metaphor which was associated with moving
objects across large distances.

Catch (desktop-to-AR). Similar to related work [45], we opt for a
“catch” metaphor wherein the user holds their palm up in front of
the monitor at any distance. Like above, this shoots a perpendicular
ray onto the monitor, serving as the Selection method. This also
serves as the Trigger for the transition, Animating the object to
“fly” towards the user’s catching hand.

Throw (AR-to-desktop). The opposite of catch, we implement the
“throw” gesture which was requested by our participants and that
also appears in related works [72]. The Selection and Trigger are
again intertwined, as the transition occurs when the object is in a
“thrown” state and collides with the monitor, positioning it in the
center of the screen. To facilitate this, a grabbed object is considered
thrown when it is released at a high velocity, which then imparts
the momentum of the hand onto the object.
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Figure 6: Our refined techniques with the categories “Button Press Alternative” (Hover+Button and Gaze+Button), “New Tech-
niques” (Distant Pull and Flick), and “Distant Grab Alternative” (Catch and Throw). Image transformed using Stable Diffusion.

4.6.3 On-screen Manipulation and New Techniques. As many par-
ticipants either tried or directly requested the ability to manipulate
desktop objects using hand gestures, we decided to integrate this
functionality into our system. Through this, users can use the con-
ventional pinch gesture to grab and rotate 3D objects on the screen
at any distance, aided by the perpendicular ray which acts as a
pointer. This function directly supports the “Manipulating object
across realities" interaction described by Wang and Maurer [71].
To complement this, we also devised another transition technique
pair which we believed to best complement this feature.

Distant Pull (desktop-to-AR). The Selected object is the desktop
object currently being grabbed using hand gestures. When the
user moves their hand away enough from the screen such that the
object collides with the desktop 3D scene camera’s near plane, the
transition is Triggered, and the object Animated towards said hand.

Flick (AR-to-desktop). Following the same concept where a cur-
rently grabbed object can be easily transitioned between environ-
ments, the user can Select an object in AR simply by grabbing it.
The Trigger is therefore doing a “flick” gesture [70] with the index
finger and thumb, Animating the object to the center of the screen.
We note that the flick gesture requires the hand to be in a pinching
posture, thus making this a natural two-stage process.

5 STUDY 2 - EXPERT EVALUATION
Using our baseline and refined techniques, we then conducted a
qualitative expert study with the goal of testing our system in
a more realistic scenario. In particular, we wanted to determine
whether our transition techniques could properly support actual
workflows in this cross-reality setup as a whole, rather than evaluat-
ing the techniques in another controlled setting. For this, we chose
computational chemistry as our domain. The typical workflows in

computational chemistry interweave tasks of different abstraction,
some of themwell-suited for the usual desktop setup (like setting up
and running numerical simulations), while other tasks will involve
visualizing, inspecting, analyzing and manipulating complex 3D
data, which in this domain are typically spatial representations of
molecular structures. These latter tasks often profit strongly from
true 3D representations, thus, the use of AR as an extension to the
desktop, much as was the case with physicists shown by Wang et
al. [73], is fitting. From a practical standpoint, we had existing con-
nections with computational chemists that made recruiting these
participants possible.

5.1 Participants
We recruited six computational chemists (1 female, 5 male) who
regularly work with 3D molecular structures from our university’s
chemistry department. One participant had <1 year of computa-
tional chemistry experience, one 1–2, two 2–5, and one >5 years.
Three participants (E1, E3, E4) had experience with a prior version
of the chARpack system that did not include our transition tech-
niques. The other three participants had no previous experience
with any VR or AR chemistry software. All participants had normal
or corrected-to-normal vision.

5.2 Apparatus and Tasks
We used a similar setup as our initial study with the Meta Quest 3.
We also re-enabled the chemistry-specific functionality that was
present in the chARpack prototype [56]. In particular, individual
atoms, interconnected atoms (i.e., bonds), and entire molecules
could be created, re-arranged, and re-configured by the user on
either the desktop or AR, which then have inter- and intramolecular
forces applied to them, resulting in chemically realistic structures.
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These structures could be moved between either environment us-
ing any of the implemented transition techniques—including the
original versions presented in Section 3.2. Required functions were
also included, such as tools to run simulations and optimizations
on molecules via the command line and configuration files (akin
to their existing software), tooltips to see molecular properties,
and measurement tools to determine distances and angles between
atoms. We provided a control panel that allows participants to ad-
just settings for the Animation and End State, such as the duration
and the automatic adjustment of position, rotation, and scale.

Based on the observation that participants could not discern
between the physical screen and AR content with the Meta Quest
3, we were also interested in whether an optical see-through AR
HMD would be preferred by expert users, especially when used
for a real-world task. Thus, we allowed our experts to try both
the Meta Quest 3 and Microsoft HoloLens 2 throughout the study
to elicit further exploratory and subjective feedback. While this
may confound their given feedback, we wanted to observe and
evaluate our techniques within a practical, realistic, and holistic
scenario, reflecting the fact that in reality, the choice of video or
optical see-through HMD can and will differ between users.

Before the study took place, we encouraged our participants to
bring their own data, i.e. the molecular structure(s) that they were
investigating at the time. We then instructed them to simply use
the extended chARpack prototype and the implemented transition
techniques for their own self-defined tasks.

5.3 Study Design and Procedure
We ran our expert study in an exploratory fashion where our par-
ticipants were free to use the system and its transitions to perform
their chosen tasks. Most importantly, we did not restrict which
transition techniques they had access to throughout the study, and
they were free to use all or none of them as they saw fit.

Participants first received an initial overview of the study and
signed a consent form. After sitting at the desktop and putting
on the AR HMD of their choosing, they were taught how to use
all of the aforementioned functionalities described in Section 4.1—
including all of the transition techniques in both Section 3.2 and
Section 4.6. Note that the techniques were not introduced as pairs
but as distinct techniques in either transition direction. Participants
were encouraged to adjust any Animations and End State settings
via the control panel, and were also asked if they wanted to try the
other AR HMD. This took approximately 25 minutes.

Participants were then free to use the prototype for their own
tasks using the data they had brought. Throughout this stage, the ex-
perimenter only intervened when participants asked questions and
requested help with how to use its chemistry- or transition-related
functions. The experimenter also wrote down observations and
notes throughout this stage. This took approximately 40 minutes.

Once each participant felt satisfied in completing their chosen
task, they took part in a semi-structured interview where the ex-
perimenter asked questions about their thoughts on the different
transition techniques, how they adjusted the transition variables,
how they felt about the system overall, and any areas for improve-
ment. The interviews were transcribed by the experimenter.

As all of our participants were employees of our university, none
were allowed to be compensated for their time. The study took
between 70–90 minutes for each participant.

5.4 Results, Observations, and Feedback
We now describe our findings which were derived from a thematic
analysis approach [13] on our interview transcripts and notes.

Workflows and using transitions. Each participant described their
workflow during the interviews, which we summarize as follows:

• E1, E2, E5: Start with an existing molecule and run simu-
lations on them. During this, periodically check the mole-
cule’s 3D structure to evaluate its validity

• E3: Start with an existing molecule, split it into two, then
align the two molecules to later observe reactions. Then,
run simulations on these molecules, periodically checking
and adjusting their structures depending on simulation
outcomes

• E4: Build a molecule from scratch and run it through a ge-
ometry optimizer. Then, check the distances between atoms
and the angles between bonds, making manual adjustments
to generate inputs for further optimization runs

• E6: Build molecules from smaller molecules, or align two
molecules and run them through an optimizer. Then, check
the distances between atoms and angles between bonds.
Then, simulate reactions and compare resulting structures

Overall, all participants performed tasks, which directly utilized
and benefitted from the presence of AR, with them performing an
average of 19.83 transitions throughout the study (𝑆𝐷 = 5.87). We
observed them using transitions in either direction (i.e., desktop-
to-AR and AR-to-desktop) in equal measure. Common reasons for
performing a transition were: to bring smaller molecules and frag-
ments that were loaded on the desktop into AR to coordinate and
combine them into larger molecules (E1, E2, E3, E5, E6); to bring
molecules that were built in AR onto the desktop to then run simu-
lations via the command line (E4); and to bring simulation results
from the desktop into AR to then analyze and perform measure-
ments on the resulting molecular structures (E1, E2, E3, E4, E5, E6).
In general, participants stated that they would transition molecules
into AR for manipulation and inspection, and move them back to
the desktop for saving and further processing. E5, in particular, did
not find much value in viewing the 3D structures in AR. They did
clarify that this was due to their honed intuition and familiarity with
understanding simpler molecules shown in 2D, but acknowledged
the benefits of AR to help understand more complex structures.
Even still, E5 appreciated that “since the transition techniques are
very simple, this reduces the barrier to even look at structures in 3D.“
In other words, they would still use the transition techniques as
long as it was easy to do so.

Learning transition techniques. We observed that participants
tended to begin their task using only a single transition technique
for each direction, but would later expand to using other techniques
throughout the study on their own volition. For example, E2 only
used the Pinch Pull and Pinch Push at the beginning, but eventually
tried and used all other techniques. E5 was similar, except starting
with the Distant Pull and Throw technique. E6 was the exception,
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first using the Pinch Pull and Pinch Push techniques but then ex-
panding only to the Catch, Distant Pull, and Throw techniques.
Note that these two participants, E5 and E6, had instinctively tried
and successfully performed the Distant Pull and Throw techniques
during the training phase before the experimenter had introduced
them. In general, all participants were able to quickly grasp and
successfully utilize the transition techniques that they had decided
to use, with some even using multiple transitions in quick succes-
sion simply for the joy of it. However, E2 took longer than the rest
to become accustomed to the AR environment, mainly due to their
unfamiliarity with hand-tracking and gestures. Everyone agreed
that with a bit of practice, the transitions would become second
nature to them, especially with E6 noting that “getting used to the
desktop tools also needed a lot of practice in the beginning.”

Transition technique preference. We asked each participant which
transition techniques they liked the most and the least. For most
their preferred technique: E4 and E5 chose the Distant Pull and
Throw because it was “the most intuitive” [E4]; E1 and E3 chose
the Close Pull and Close Push also because “it’s the most intuitive
for me” [E3]; and E2 and E6 chose the Pinch Pull and Pinch Push
because it was “the most comfortable” [E6] and they could “use
it from any distance and it’s the easiest gesture” [E2]. E2 had also
commented that they thought the Throw technique was “amazing”.
For least preferred, E2, E4, E5, and E6 all chose the variations of the
Button Press, particularly the original Mouse + Button and Air-Tap
+ Button, as “switching input devices is cumbersome” [E4]. E1 and
E3 did not state a most disliked technique.

Transition and animation adjustment. We had opted to provide a
control panel to allow our participants to adjust the Animation and
End State of each technique. While all participants had changed and
experimented with different settings, we observed that participants
eventually settled on the same default settings that our techniques
had. No participants had changed the duration of the animation
(default of 1.5 seconds), and all settled on having the center of the
screen and the hand as End State positions after each transition. E6,
however, turned off the adjustment of rotation and scale. While we
had anticipated doing so would make it difficult to track specific
regions of the molecules throughout a transition, E6 did not raise
any concern. Two participants also deactivated specific techniques:
E3 disabled the Throw after having accidentally done so whilst
repositioning a molecule in AR, and E4 disabled the Catch after
triggering it several times. Nevertheless, all participants agreed
that this customization is essential. Five participants stated that in
the long term, they would find a consistent set of parameters that
works across all transition techniques, with E2 instead adjusting
these parameters for each individual technique.

On-screen manipulation. Being one of the most requested fea-
tures from our first study, we asked our participants about the
usefulness of the gesture-based manipulation objects on the desk-
top. All participants except E6 agreed that it was useful, stating “I
would use that often since I can avoid using the mouse“ [E4] and “I
do not have trouble navigating the desktop with mouse and keyboard,
but this method is very intuitive“ [E5]. E6 did not see the need for
this feature however, as ‘‘Instead of manipulating objects on screen,
I would transition them into 3D space.”

Video versus optical see-through. All participants tried both the
Microsoft HoloLens 2 and the Meta Quest 3 as representatives of
optical and video see-through devices respectively. E1 and E2 both
preferred the optical see-through, as it did not obstruct the desktop
as much and was still sufficient for quickly checking 3D structures.
The remaining participants preferred the video see-through, as it
felt more convenient with a much better field-of-view and higher
quality 3D rendering. However, E4 suggested that it needed an
“internal screen rendering” of the desktop to make it easier to read.
In general, all participants commented on device differences in
terms of how they influence the overall usability of the setup. They
did not comment on the individual transition techniques themselves,
indicating that the device choice did not affect the user experience
of the techniques enough for our participants to notice or comment.

Envisioned future use of transitions and the system. We asked
participants how they might use the transitions outside of our
study setting. E1 envisioned a scenario where they might analyze
and discuss the structure of a molecule with a colleague in AR.
They also imagined then being able to throw this molecule to said
colleague, who can then transition it onto their monitor and run
some calculations on it. E2, E3, and E6 instead suggested that they
might probably prefer to work further away from the monitor,
especially to view and analyze very detailed and complex molecules
(≥ 500 atoms) that need to be scaled large enough to inspect. On
the other hand, E5 suggested that they “would probably use all
techniques, but I usually do not get up from the desk.” E4 gave a
more straightforward answer: that they would “try to stick with one
technique that I can master.” In general, all participants except E5
would like to integrate a system like ours into their workflow and
use it on a daily basis. We note that E5 was the participant with the
most experience in computational chemistry.

6 DISCUSSION & LIMITATIONS
Our two user studies provide insight into the design of transition
techniques in desktop + AR settings and the future of desktop +
AR settings as a whole. We frame our discussion around these two
levels, followed by a discussion of the limitations of our work.

6.1 Designing Transition Techniques
We now discuss the lessons learned and takeaways regarding the
design and usability of our tested transition techniques.

Hand gestures are the prevailing input modality for transitions
with 3D objects. Transition techniques that are reliant on hand
gestures received the most positive feedback from our two studies,
validating the elicitation study by Wang et al. [72]. While this is
naturally due to the emphasis on 3D manipulations in both of
our user studies, we note that the related expert study by Wang et
al. [73] revealed a strong desire from physicists for 3D input, despite
the study being intentionally constrained to only a mouse and
keyboard. Thus, we can reasonably say that hand gestures should
be the primary input modality for transitions, especially to facilitate
tasks such as analyzing large 3D objects while away from the desk
(as suggested by E2, E3, and E6). The need to switch modalities
was also a common critique in both of our studies, echoing that of
prior work [64, 72]. This is evident by the Button-based techniques
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being the least subjectively preferred by our participants, though
this issue may have been mitigated if the transition trigger was
mapped to a mouse input such as the scroll wheel. Nevertheless, it
appears our participants thought of hand gestures as the default
modality, with any switches to the keyboard and mouse only being
acceptable for when the task demanded it, such as to enter text.
This is also evident by the majority of our chemists responding
favorably to the on-screen manipulation using hand gestures. We
acknowledge, however, that these findings assume a workflow that
is mostly reliant on 3D objects. Workflows consisting of primarily
2D content, such as windows, images, videos, and text, may instil
a more 2D-centric mental model of the desktop + AR setting, and
thus see mouse & keyboard-based transition techniques such as
mouse drags [22, 25] more preferred by users. Future work should
study whether user preferences differ between these content types,
especially if users were to switch between predominantly 3D and
2D tasks regularly (e.g., between analysis and report writing).

Supporting multiple transition techniques at varying distances.
While Button-based transition techniques were the least subjec-
tively preferred, despite having the lowest errors. In our expert
study, participants were split as to which transition technique they
liked best. It seems clear that providing access to multiple transition
techniques proved useful, with all of our experts being able to learn
and utilize them throughout the study. This was aided by many of
the techniques being “intuitive” to learn and use. An obvious rea-
son to have multiple transition techniques beyond just subjective
preference is for them to be usable from varying distances, as is
the case for 3D selection [15, 34, 41], especially if the user were to
be standing [72] or away from the screen [45]. Beyond this, many
existing 3D selection and manipulation techniques can be adapted
as transition techniques, thus providing more options for users to
leverage desktop and AR spaces. This includes practical techniques
such as multi-selection [5], context-aware selection [77], and out-
of-view target selection [75], as well as more creative techniques
such as performing interactions along image planes [52].

Supporting animations in transitions beyond position, rotation,
and scale. To keep our work as generalizable as possible, we in-
vestigated animations only in terms of the position, rotation, and
scale of 3D objects. These animations were intended to give vi-
sual feedback and help users keep track of objects as they moved
between environments [19]. We observed that an interpolated posi-
tion change was the only noticeable animation provided the object
was moving across a large enough distance (⪆ 40 cm), with rotation
and scale animations going mostly unnoticed. We stress, however,
that our statistical power is not strong enough to draw confident
conclusions. Regardless, a possible reason for this is due to change
and inattentional blindness [39, 46, 61], as participants in the first
study may have been instead focused on performing the required
interaction and task correctly. More likely, however, was that the
task was too simple to necessitate animations, with participants
being able to quickly identify the position, orientation, and scale
of the object post-transition to then complete the docking task
using 3D manipulations. Tasks that involve tracking regions of in-
terest on objects could benefit greater from animations [20, 30, 68],
though other approaches such as annotations may be sufficient for
this purpose. As mentioned in Section 3.2, however, an object may

change in its material and geometric properties, and animation can
facilitate the tracking of this change. A notable example of this
is in the information visualization domain, whereby animations
are used to help keep track of changes in visual glyphs between
2D and 3D states [42, 43, 63]. Likewise, other domains utilize 2D
graphics that differ significantly from their 3D representations due
to abstraction, with both being equally important. This includes 2D
blueprints and 3D models in architecture, 2D structural formulas
and 3D molecules in chemistry, and 2D circuit diagrams and the
physical 3D circuit. Future work may consider how a transition
between desktop and AR—and thus a change of abstraction—might
be supported by animations. Alternatively, it may be that dupli-
cating both 2D and 3D versions is sufficient [22, 72], thus acting
as a linked 2D + 3D representation [31] with a means to visually
connect regions of interest together (e.g, [53]).

The use of scale and the composition of transitions. A notewhile
benefit of AR is the ability to visualize objects at their “real” scale,
which is clearly beneficial in contexts such as furniture design and
room planning. While our initial study showed that participants
did not notice or care for changes in scale between desktop and
AR, this was again likely due to the simple task. Our expert study
however elicited interest in manipulating scale for tasks involving
very large and complex 3D objects to be inspected in AR at a larger
environmental scale [8]. This opens up possibilities for egocentric
AR perspectives to be used in conjunction with the desktop, such as
an (animated) transition from a 2D scatterplot matrix on a screen
to a fully immersive 3D scatterplot [38]. That all said, it is possible
that scale changes (and by extension position and rotation), should
not be coupled as part of a transition technique, but instead as a
discrete step after a transition is concluded. Rather than associat-
ing a specific transition technique to a specific end state, it may
be beneficial to have all transitions end at a comfortable figural
scale [8] in front of the user, and then have the user manually make
position, rotation, and scale adjustments afterwards—not too unlike
the docking task in our initial study. While this introduces more
operations required by the user, it also provides more fine-grained
control which may be more desirable in practice.

6.2 Designing Desktop + AR Setups
We now discuss the lessons learned and takeaways regarding the
design of desktop + AR setups as a whole.

Cross-reality systems for practical use. Our expert study high-
lights the potential of using a cross-reality desktop + AR setup that
is supported by object transitions, especially in contexts that rely
on 3D information and visualization. For instance, participants com-
mented how the transition techniques allow them to quickly view
and make sense of complex 3D structures in AR before returning
them back to the desktop. Our initial use of the Meta Quest 3 had
clear drawbacks, particularly the poor text readability on the desk-
top monitor. We therefore also tested Microsoft HoloLens 2 in our
expert study to faithfully elicit feedback, especially as other related
research involving AR and screens use optical see-through devices
(e.g., [21, 22, 33, 40, 42, 45, 73]). Despite our small sample size of six
experts, it is apparent that neither video or optical see-through, at
the time of writing, is superior. Future work may instead seek to
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evaluate the usability of the desktop + AR metaphor when using
virtual monitors (e.g., [49]), thus rendering the screens at a higher
resolution. While recent work has shown that physical worksta-
tions perform better than virtual monitors for single-display tasks,
the innate advantages of virtual monitors, when implemented cor-
rectly, can far outweigh that of physical monitors [50]. Should the
windowing metaphor still be the norm in AR spatial computing
contexts, then object transitions may be investigated and specially
designed for this purpose, especially as virtual windows can be
automatically positioned to make transitions easier. Ultimately, this
assumes the user is always wearing an HMD, which may already
be a limiting factor as wearing an HMD for extended periods is
still fatiguing [11]. It may be that an approach closer to transitional
interfaces, where the user is expected to don or doff the HMDwhen-
ever switching between desktop and immersive view (e.g., [32]), be
more viable in the short term to see real-world use.

The desktop as a “window” into 3D space. As the manipulation
of 3D objects in AR was the core motivation of our work, having
the desktop client function similar to 3D content creation software
like Blender and Unreal Engine was logical. In this case, as objects
on the desktop are also defined in a 3D coordinate system, there
are, in effect, two 3D spaces present in such desktop + AR settings.
Extending the metaphor, this means that the desktop screen acts
as the “window” to transition objects into the desktop space, and
the desktop camera’s viewing plane is the equivalent window to
transition objects out into the AR space (e.g., a portal). A practical
example of this was demonstrated in our Distant Pull technique,
where the object needs to be pulled towards the near plane of the
camera for the transition to trigger. This notion may have also
contributed to our participants’ attempts to interact with the desk-
top space using hand gestures, as it broke down the metaphorical
divide between both environments with the two separated only by
this window. This window metaphor has been demonstrated by
Aigner et al. [3], who used it as a cutting plane for a 3D visualiza-
tion that is being transitioned between a screen and AR. A deeper
investigation may explore the other potential uses this metaphor
might have, or whether having a clearer separation of responsibil-
ities between desktop and AR (e.g., two distinct user interfaces)
is still beneficial. Moreover, the desktop having its own separate
camera, while necessary for 3D content applications, may result in
situations where desktop objects that need to be transitioned are
out-of-view. Because AR is assumed to be present, we imagine tech-
niques like VESAD [48] can show these out-of-view objects on the
desktop, whether it is to provide a wider field-of-view or to show
transitionable objects widgets adjacent to the monitor [58, 74].

Beyond single-user desktop + AR environments. While our scope
for this work is limited to single-user desktop + AR setups, cross-
reality object transitions may be needed with any form of 2D dis-
play. This includes different display sizes (e.g., wall-sized displays),
shapes (e.g., curved monitors), and mobilities (e.g., handheld). While
we believe most if not all of our presented techniques are trans-
ferrable to any screen configuration, certain setups would clearly
make certain techniques more viable than others. For example, tech-
niques that need to be used close to the screen become impractical
on very large displays. The same also applies tomulti-user scenarios.

Should collaborators be sharing the same physical display, tech-
niques like the Close Grab may be awkward to use if one has to lean
over their collaborator to use it. Alternatively, novel transition tech-
niques could be designed, such as a cooperative gesture that both
users need to perform [44]. Should collaborators each have their
own display, such as the scenario envisioned by E1, the techniques
become conceptually similar to that of cross-device transfer [16],
with AR serving as the intermediary space that metaphorically
connects devices together [17]. As evidenced by both our study
and that by Aigner et al. [3] with cardiologists, future research into
how these transitions could support collaboration is needed.

6.3 Limitations
Our first user study has several limitations which may have influ-
enced our findings. First, we treated and tested our initial transition
techniques in Section 3.2 as pairs. While the desktop-to-AR and
AR-to-desktop transitions within each pair were designed to be
equivalent, our study design meant that participants could not rate
each direction’s technique individually thus reducing the gran-
ularity of their feedback. Our expert study did not test them as
pairs. Second, the use of the Meta Quest 3’s video see-through may
have influenced participants’ behavior, such as them not realizing
an AR object has been transitioned onto the desktop due to poor
video quality. Our expert study sought to avoid this by testing and
eliciting feedback for both video and optical see-through HMDs,
though newer headsets like the Apple Vision Pro may not have this
concern. Third, the docking task was considered complete when
the participant pressed the return key, meaning task completion
times were not consistently calculated. This, however, allowed us
to observe other behaviors such as participants’ further use of tran-
sitions into AR to perform 3D manipulations to more accurately
align the object with the target. Fourth, each condition only had
a single trial, making our results less statistically powerful. Fifth,
both of our studies exhibit a significant gender imbalance, which is
a recurring issue in the VR research literature that underrepresents
female users and participants [51].

In our expert study, chemistry expertise would clearly be re-
quired to interpret molecular properties and potential reaction
mechanisms, however, we argue that many of the low-level tasks
surrounding this—including our transition techniques—do not re-
quire this domain knowledge and have equivalents to any other
domain. Therefore, providing a solid degree of generalizability. For
example, transitioning amolecule is the same as any other 3D object
(see Section 4), coordinating and aligning molecules would be simi-
lar to arranging 3D objects together (e.g., level design in 3D games),
performing distance and angular measurements in molecules can
be done to any 3D object or spatial data (e.g., in architecture), and
typing and editing configuration files and command line prompts
for molecular simulations is much like typing notes, reports, or
scripts (e.g., in knowledge work and programming).

7 CONCLUSION
In this work, we investigated the design and usability of transition
techniques in a cross-reality desktop + AR environment. Based on
prior work and a pilot study, we devised three baseline techniques,
comprised of a desktop-to-AR and AR-to-desktop transition. We
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conducted an initial user study of 18 participants to evaluate the
three techniques in a simple docking task. Based on these results,
we refined and added to our set of transition techniques, testing
these in an expert study with six computational chemists using
realistic analysis workflows. We then discussed key lessons learned
and takeaways regarding the design of object transitions in desktop
+ AR environments, including the focus on hand gestures as an
input modality, and discussed key points desktop + AR setups as
a whole. We hope this work builds towards making AR a viable
extension to existing ways of working on desktops, particularly by
making the freeform use of these dual realities much more easier
and flexible for people and their work.
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